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The future is robotic. Already we are seeing how society is changing with self-driving cars and robots at 
hospitals and schools. The considerable potential of autonomous systems (AS) is highly discussed. What is not 
highly discussed, and rarely even acknowledged, is the key role trust plays in realizing these benefits and the 
problems this may cause for human-AS interaction research. There currently exists no common way of defining, 
testing, or measuring trust. This lack of common foundation, both for trust in general but also in human-AS 
relations, may at best result in sporadic progress and adoption of these systems and may at worst lead to public 
disillusionment and abandonment, delaying the potential benefits of AS. 

According to Glikson & Woolley (2020) the match between a user's trust in technology and that technology’s 
abilities is a predictor for future use; low trust in capable technology leads to disuse, while high trust in incapable 
technology leads to frustration which leads to misuse which in turn may lead to dangerous situations. For 
example, a user with low trust in the capabilities of their robotic vacuum cleaner will be more inclined to 
vacuum manually, negating the benefits of the robotic vacuum. On the other hand, a user who puts too much 
trust in their self-driving car’s ability to avoid obstacles may feel comfortable enough to sleep at the wheel, 
potentially causing accidents if the car encounters an obstacle it cannot avoid. Enholm, Papagiannidis, Mikalef, 
& Krogstie (2021) agrees that for an AI-system to be used at all in a business setting, the user must have some 
level of trust in it. Marsh (1994), in an early attempt at creating a taxonomy for trust in human-AS interaction, 
writes that trust should be considered a fundamental part of cooperation and communication. 

Given this, it would seem that research on trust, both in general and in human-AS relations, should be a highly 
prioritized area. Understanding how trust works could reduce resources wasted on disused technology, and 
minimize the dangers that come with misuse and over-reliance on incapable technology, making trust research 
beneficial for society. Unfortunately, this is often not the case. Research that focus on how trust works and how 
to measure it in human-AS relations is pretty limited, and the little focused research that does exist is often 
plagued by several problems. 

The first of these problems is the use of short, single measure, experiments. Trust is not a constant, it changes as 
the interaction proceeds, it is dynamic (Blomqvist, 1997). A single question about trust at the end of a study only 
shows what the participant thought at that particular time, but tells you nothing about how the experiment 
actually impacted the trust (Glikson & Woolley, 2020). 

Second is the problem of unclear terminology (Cameron et al., 2021; Jessup, Schneider, Alarcon, Ryan, & 
Capiola, 2019). Trust in AS is typically presented in terms of performance and reliability; however, there is a 
second type of trust that is more general, established before one can make a rational judgement about reliability. 
It is based more on instinct, emotions, and gut feeling (Fiske, Cuddy, & Glick, 2007; Marsh, 1994; McAllister, 
1995). Without clear terminology to indicate which type of trust is being measured, researchers run the risk of 
measuring something they are not intending (Chita-Tegmark, Law, Rabb, & Scheutz, 2021). 

Related to the problem of unclear terminology is finally the problem of overly simple, varied, and non-standard 
methodology (Glikson & Woolley, 2020). There exists no common method of measuring trust (Chita-Tegmark et 
al., 2021; Gao, Sibirtseva, Castellano, & Kragic, 2019), leading many researchers to make use of vague Likert 
scale questioning, for example “On a 5 point scale, how much do you trust this robot/person/agent?”. These 
types of questions are problematic since small changes in the scale (e.g., a 7 point scale instead of a 5 point 
scale) or, as mentioned, the terminology, can make it difficult, if not impossible, to generalize and compare the 
results with other studies (Chita-Tegmark et al., 2021). Using home-brew methodologies may also cause issues 
with statistical significance, as shown by Schrum, Johnson, Ghuy, & Gombolay (2020) who discovered that only 
3 of the 110 peer-reviewed human-robot interaction papers they examined had properly implemented and 
analysed their questionnaires. 



Some attempts have been made to create methodologies for the measurement of trust (Bartneck, Kulić, Croft, & 
Zoghbi, 2009; Berg, Dickhaut, & McCabe, 1995; Schaefer, 2016). They have, however, failed to reach any kind 
of common usage as there seems to exist some doubts about whether they are transferable across field 
boundaries (Glikson & Woolley, 2020). For example, the investment-style games proposed by Berg, Dickhaut, & 
McCabe (1995) seems to work well for human-human trust related to investments, but the methodology may not 
work as well for human-AS interaction as it may require the participant to make unrealistic assumptions about 
the capabilities of the AS (e.g. its intelligence or level of autonomy) which may impact the reported level of 
trust. 

At the heart of these problems lies the more in-depth problem of defining trust. No commonly accepted 
definition of trust currently exists, and progress towards creating one is slow. Blomqvist (1997), giving an 
overview of the many definitions of trust, writes that of the fields investigated, only the field of social 
psychology has a reasonable definition of trust, while moral philosophy and economics either do not address the 
topic at all or have created definitions that allow them to ignore it. Yet, the word trust is used in pretty much 
every field, from AI to political science to law. It is used so much, in so many fields, that one almost has to 
assume that it is referring to the same concept. However, trust in a human and trust in technology are two very 
different things, and trust in technology and trust in AS is another one still (Glikson & Woolley, 2020). 
Distinctions like these are vitally important when developing methodologies and measures for trust studies, as a 
methodology that works for evaluating trust in humans may be nonsensical when applied to trust in a self-
driving car or humanoid robot. Researchers have to keep this in mind not only when transferring measures and 
methodologies from human-human trust research to human-AS research, but also when dealing with different 
types of AS. Trust in a self-driving car, for example, may not work the same as trust in a robotic vacuum cleaner, 
factory robot, or military drone. 

Trust, then, should be considered a fundamental part of human-AS interaction, and is likely a requirement for 
cooperation between humans and AS to even start (Enholm et al., 2021; Marsh, 1994). Yet, our understanding of 
what it actually is, how it behaves, and its mechanics is very limited, and attempts at increasing this 
understanding are often hindered by fundamental problems, such as unclear terminology and methodologies that 
make results difficult to generalize. 

A fully unified and universal definition of trust may not be possible, but we must at least attempt, through 
interdisciplinary efforts, to find a common foundation from which discussion and progress can grow. If we do 
something about this fundamental problem at this early stage by establishing a solid foundation, well 
implemented methodologies, and clear terminology, we will have the chance to gain an increased understanding 
for one of the most fundamental requirements for society, communication, and interaction. 
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